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Abstract

Critical Path Generation (CPG) is fundamental for many static tim-
ing analysis (STA) applications. As the circuit complexity continues
to increase, CPG runtime has quickly become the bottleneck due
to its time-consuming and iterative nature. Despite many CPG
algorithms introduced by existing timers, nearly all of them are
limited to a single CPU thread, leading to long runtime for large
CPG queries. To mitigate this runtime challenge, we need a parallel
CPG algorithm. However, designing a parallel CPG algorithm is
very challenging because we need to strategically partition the path
search space into multiple groups that can run in parallel while ac-
commodating different slack priorities. To overcome this challenge,
we propose PathGen, an efficient CPU-parallel CPG algorithm. Path-
Gen introduces a multi-level queue scheduling framework that can
efficiently parallelize the search process of critical paths. Compared
to a state-of-the-art single-threaded timer, PathGen is up to 7.4x
faster with 16 threads and achieves nearly 100% accuracy when
generating one million critical paths on large designs.
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1 Introduction

Critical Path Generation (CPG) is an important step for static timing
analysis (STA) applications to analyze the timing criticality of a
circuit design [1]. As the design complexity increases, the runtime
of CPG can become a bottleneck in many STA engines [28]. To
solve this problem, the STA community has developed several CPG
algorithms that efficiently generate top-k critical paths. For example,
iTimerC [59] introduces a branch-and-bound algorithm to remove
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redundant path traversals; iitRace [75] introduces a pin coloring
strategy to conduct path reduction; OpenTimer [33] introduces a
fast implicit path representation algorithm comprising a suffix tree
and a prefix tree to speed up critical path search. Although existing
CPG algorithms have demonstrated promising performance [28],
nearly all of them are limited to a single CPU thread. For large CPG
queries, their runtime can be very slow. For example, a CPG query
of one million paths can take 2.5 seconds [33], where industrial
STA applications typically issue thousands of CPG queries during
timing-driven optimization.

To mitigate this runtime challenge, Guo et al. introduced a GPU-
accelerated CPG algorithm [18] that expands the critical path search
space in parallel. While this GPU-parallel CPG algorithm achieves
substantial speedup over existing algorithms, a CPU-parallel CPG
algorithm needs to co-exist due to the following reasons: (1) Accord-
ing to our industrial partners, supporting GPU requires significant
investment and involves non-trivial modifications to existing code-
bases compared to CPU-parallel enhancement. (2) CPG is used in
the loop of many STA applications, whereas not all of them can
benefit from GPU. For example, incremental timing may not ex-
hibit enough data parallelism to benefit from GPU acceleration [22].
Consequently, despite being an orthogonal direction to GPU, we
argue that there is a need for a CPU-parallel CPG algorithm to
co-enhance the performance of STA applications.

However, designing a CPU-parallel CPG algorithm is very chal-
lenging due to the following reasons: (1) We cannot simply use
the GPU-based approach [18] out of the box due to the difference
in parallelism models between GPUs and CPUs. For example, [18]
counts on massive parallelism (e.g., thousands of GPU threads) and
a GPU-specific path data structure to explore many critical paths
at the same time. However, CPU data structure is fundamentally
different from GPU and often does not support as many threads as
GPUs. (2) To generate paths concurrently and accurately, we need to
strategically partition generated critical paths into multiple groups
that can run in parallel while appropriately accommodating their
slack priorities. (3) As we generate more paths, we may experience
an unbalanced mix of critical paths with different slack priorities
in certain partitions, which hampers both the performance and
the accuracy. We need a dynamic strategy to re-balance the slack
priorities in each partition.

To overcome these challenges, we propose PathGen, an efficient
CPU-parallel CPG algorithm. PathGen builds upon OpenTimer [33]
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but renovates its implicit path representation algorithm to support
parallel expansion of its prefix tree data structure. We summarize
three technical contributions of PathGen as follows:

o We design a CPU-parallel CPG algorithm that efficiently catego-
rizes generated critical paths into multiple groups of different
slack priorities. Since the paths in the same group have similar
slacks, these paths share the same priority and can expand their
search spaces concurrently.

o We design a geometric slack distribution partitioning strategy
to balance the number of paths in each group. By balancing
the number of paths in each group, we can reduce the chance
of multiple threads accessing the same group simultaneously,
minimizing the contention.

e We design a redistribution strategy that dynamically transfers
paths between groups to adjust the slack priorities. This strategy
allows threads to process these paths in a more accurate order,
improving the accuracy of generated paths.

We evaluate PathGen’s performance on large circuit benchmarks
generated by a popular open-source timer, OpenTimer [33]. Com-
pared to OpenTimer’s CPG algorithm, which is inherently single-
threaded, PathGen is up to 7.4X faster and achieves nearly 100%
accuracy when generating one million critical paths on large de-
signs. We plan to make PathGen open-source to benefit the STA
community.

2 Background

2.1 Critical Path Generation

The circuit network is input as a directed-acyclic graph G = {V, E}.
V is a set of n vertices that represent pins of circuit components
(e.g., logic gates, flip-flops, etc.). E is a set of m edges that represent
pin-to-pin connections. Each edge e is directed from its head vertex
u to tail vertex v and is associated with a delay. A path is an ordered
sequence of edges (ey, ey, ..., e;). The path delay is the summation
of delays through all edges of that path. Given a circuit graph G and
a positive integer k, a CPG query reports the top-k critical paths in
ascending order of path slack (or path delay depending on how the
graph is formulated [33]).

2.2 Implicit Path Representation

While several CPG algorithms [33, 59, 75] exist, we adopt the im-
plicit path representation algorithm proposed by OpenTimer [33],
which outperforms other algorithms in both time and space com-
plexity. As shown in Fig. 1, OpenTimer represents critical paths
using two complementary data structures, suffix tree and prefix tree.
A suffix tree is a shortest path tree rooted at the destination, which
is constructed with topological relaxation. The suffix tree acts as a
basis for us to discover possible branches to generate critical paths.
Fig. 1(a) illustrates an example graph and its suffix tree. Black edges
denote the suffix tree, and gray edges denote the non-suffix tree
edges (edges that do not belong to the suffix tree). Numbers beside
the edges denote the edge weights. Numbers on the vertices denote
the shortest distance to their destination vertex (T).

A prefix tree is a tree order of non-suffix tree edges. Each prefix
tree node implicitly represents a path deviated from its parent path.
The prefix tree root refers to the shortest path in the suffix tree.
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Fig. 1(b) shows an example of how a prefix tree node represents
a path. The prefix tree root ¢ implicitly represents the shortest
path ({esp, eg, eep, ep7) in the suffix tree. The prefix tree node
marked by “eg¢” (in gray) implicitly represents the path with prefix
(esc) from its parent path (which is the shortest path) deviated on
esc and followed by suffix (ecr, epr) from the suffix tree. Fig. 1(c)
illustrates the path (esc, ecr, epr) by coloring the vertices black. To
retrieve the path delay, we record the “deviation cost” of each non-
suffix tree edge e: dvi[e] = dis[tail[e]] + weight[e] — dis[head[e]],
where dis[v] denotes the shortest distance from vertex v to its
destination vertex. Intuitively, deviation cost measures the distance
loss by deviating on edge e instead of taking the shortest path to
the destination vertex. For example, in Fig. 1(b), esc has a deviation
cost of dis[taillesc]] + weight[esc] — dis[head[esc]] = 5 (where
taillegc] is C and head[egc] is S), which means by deviating on egc,
we obtain a path that is 5 units longer than the shortest path from
head[esc] to its destination vertex. Tab. 1 lists the data fields we
apply for each prefix tree node [33].

Although we use “deviation cost” and “slack” interchangeably
depending on context (e.g., explaining algorithms), these two words
are algorithmically equivalent in terms of ranking critical paths.

Constructor Members
Ptx(p, e, w) p: parent node, e: deviation edge, w: cumulative dvi[e]
Tab. 1: Data fields of a prefix tree node (Pfx).

‘ Suffix tree ‘ ‘

Prefix tree ‘ ‘ Path ‘

(a) (b)
Fig. 1: Implicit path representation using suffix tree and prefix tree.
Prefix (esc) + Suffix {ecr, err)= Path {esc, ecr, err)-

3 PathGen

Inspired by OpenTimer [33], PathGen has two stages: (1) suffix
tree construction and (2) parallel prefix tree expansion. Suffix tree
construction can be done efficiently with topological relaxations.
Through analyzing OpenTimer’s runtime breakdown, we discov-
ered that prefix tree expansion takes up most of the runtime when
dealing with large path counts. For example, prefix tree expansion
takes up almost 80% of the runtime when generating 5 million
paths in netcard. Therefore, we focus on the second stage: paral-
lelizing prefix tree expansion. To be clear, to “expand” a prefix tree
node means to expand its critical path search space by generating
children nodes for this node.
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MLQ scheduler ‘
[0,5) Level 0
Level 1
[10, ) Level 2

(b)
Fig. 2: Illustration of the MLQ scheduling strategy. (a) A prefix tree
with five leaf nodes. (b) The MLQ scheduler distributes the prefix
tree leaf nodes into three queues according to the deviation costs of
these nodes.

‘ Prefix tree ‘ ‘

3.1 Parallel CPG with Multi-level Queue
Scheduling

To generate critical paths concurrently and accurately, the major
challenge is that we need to partition generated prefix tree nodes
into multiple groups to expand in parallel while appropriately ac-
commodating their slack priorities. To overcome this challenge, we
distribute the prefix tree nodes to multiple concurrent queues. A con-
current queue provides thread-safe access to insertion and deletion.
Each queue manages a group of nodes within a particular range
of deviation costs, ensuring that nodes with close deviation costs
are grouped together. This way, the nodes in the same queue share
the same priority, and we can expand them in parallel. Addition-
ally, we arrange the queues into multiple levels, where lower-level
queues manage ranges with smaller upper and lower bounds. Also,
lower-level queues have higher priority than higher-level queues.
This is because lower-level queues manage nodes with smaller de-
viation costs and must be expanded first, to generate paths more
accurately. We refer to this design as multi-level queue (MLQ) sched-
uling. Fig. 2 illustrates an example. Fig. 2(a) shows a prefix tree with
five leaf nodes (five nodes to be expanded). Fig. 2(b) illustrates the
MLQ scheduler with three queues. Each queue is assigned a specific
range of deviation costs: [0, 5), [5, 10), and [10, o), respectively. The
MLQ scheduler distributes the leaf nodes in Fig. 2(a) to the queues
according to the deviation costs of these nodes.

To facilitate the explanation of the MLQ scheduling strategy, we
assume that the ranges of deviation costs are equally sized in the
rest of Section 3.1. However, in Section 3.2, we will discuss another
strategy that organizes the ranges into different sizes to address
thread contention.

Algorithm 1: SpurMLQ(pfx, d, MLQ)
Input: prefix tree node pfx, destination vertex d, array of
concurrent queues MLQ
Global:array of suffix tree successors successor
1 u « tail[pfx.e];

2 while u # d

3 Foreach e € fanout(u)

4 if tail[e] == successor[u] then

5 ‘ continue;

6 pfic_new < new Pfx(pfx, e, pfx.w + dvi[e]);
7 vl « determine level of queue;

8 MLQ[vl].push(pfx_new);

9 u < successor[u];
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Having determined the core data structure to perform parallel
prefix tree expansion, Algorithm 1 introduces the prefix tree expan-
sion algorithm of PathGen. The goal of this algorithm is to expand
the critical path search space by finding the children nodes for a
given prefix tree node, and each child node implicitly represents
a new path. Additionally, Algorithm 1 determines the appropriate
queue to which each child node should be pushed. We obtain the tail
vertex u of the edge associated with the prefix tree node pfx (line 1).
With the successor array successor from the suffix tree, we can visit
the vertices along the shortest path until we reach the destination
vertex (lines 2 and 9). For each vertex u along the shortest path,
we inspect the fanout edges of u (line 3). Because we are looking
for non-suffix tree edges to deviate on, for each fanout edge e, we
skip tail[e] if it is the successor of u, which indicates that e belongs
to the suffix tree (line 4:5). Otherwise, we create a new prefix tree
node pfx_new (line 6). We also record the cumulative deviation cost
of pfx_new (line 6). We push pfx_new to its corresponding queue
according to the cumulative deviation cost of pfx_new (line 7:8).

Algorithm 2: PathGen(k, P, MLQ)
Input: path count k, prefix tree P, destination vertex d,
array of concurrent queues MLQ
Output: array of critical paths ¥
1 atomic_num_paths < 0;
2 ¥« ¢;
3 MLQ[0].push(P.root);
4 while atomic_num_paths < k

5 if all queues in MLQ are empty then
6 ‘ break;

7 launch_async_task {

8 Wl 0;

9 while MLQ[Iv]] is empty

10 if vl == MLQ.size() - 1 then

1 ‘ break;

12 Wl — Wl + 1;

13 node «— MLQ[IvI].pop();

14 if node == nullptr then

15 ‘ return;

16 SpurMLQ(node, d, MLQ);

17 path « recover path from node;

18 Y «— Y U path;

19 atomic_num_paths < atomic_num_paths + 1,
20 I

)

1 sync_all_threads();
22 sort ¥ in ascending order of deviation costs;
23 return ¥;

Algorithm 2 describes the most important component of PathGen.
The goal of this algorithm is to search through the queues and find
the non-empty lowest-level queue, then assign an idle thread to
pop a node from this queue to perform expansion. We strictly select
the lowest-level queue because this queue manages the nodes with
higher priorities than higher-level queues. We must expand these
nodes first to generate accurate path results. We initialize an atomic
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‘ Suffix tree ‘ MLQ scheduler ‘ ‘ Suffix tree

MLQ scheduler ‘ ‘ Suffix tree ‘ MLQ scheduler ‘

9

(2)

Fig. 3: Illustration of Algorithm 2. (a) A suffix tree and a MLQ scheduler that has three concurrent queues. We have already expanded the prefix
tree root and obtained Pfx(esa, 1), Pfx(egT, 3), and Pfx(esc, 5). (b) Since the level-0 queue is non-empty and has the highest priority, thread 1
pops Pfx(esa, 1) from the level-0 queue to expand. Thread 1 generates Pfx(eag, 6). Pfx(eaE, 6) lies within the range of the level-1 queue. Thread
2 pops Pfx(egT, 3) from the level-0 queue to expand. Thread 2 generates no node because et already reaches the destination vertex T. (c) Since
the level-0 queue is empty, we move on to the next level. Thread 2 pops Pfx(esc, 5) from the level-1 queue to expand. Thread 2 generates
Pfx(eck, 8) and Pfx(erg, 15). Pfx(eck, 8) lies within the range of the level-1 queue. Pfx(erg, 15) lies within the range of the level-2 queue. Thread
1 pops Pfx(esr, 6) from the level-1 queue to expand. Thread 1 generates Pfx(er, 9). Pfx(egT, 9) lies within the range of the level-1 queue.

counter atomic_num_paths to atomically keep track of the number
of critical paths we have discovered (line 1). We initialize a solution
set ¥ to record the critical paths (line 2). Since the prefix tree root
has a deviation cost of zero, we push it to the level-0 queue to
start the expansion (line 3). We then move on to the main path
search loop (line 4:20). If all the queues in MLQ are empty, which
indicates that we have no more nodes to expand, we terminate the
loop (line 5:6). Until we have generated enough critical paths, we
use Taskflow [38, 43, 44]’s asynchronous tasking library to launch
an asynchronous task, and an idle thread will immediately pick up
this task and execute (line 7:20). Inside this task, we initialize a level
counter vl to record which queue we will select to pop a node (line
8). We loop through the queues to find the non-empty lowest-level
queue (line 9:12). Once we have decided [vl, we attempt to pop
a node from MLQ[IvI] (line 13). However, since multiple threads
are popping nodes from MLQ[IvI], these threads may have already
cleared MLQ[IvI]. In this case, we get an empty node and terminate
this task (line 14:15). Otherwise, we use Algorithm 1 to expand this
node and push its children to their corresponding queues (line 16).
Since this node only implicitly represents a critical path, we need
to explicitly perform path recovery (line 17) to get the path trace,
which can be done with OpenTimer [33]’s path recovery algorithm.
We record the path in the solution set ¥ (line 18) and increment the
atomic path counter (line 19). Finally, we synchronize all threads to
ensure the completion of all the running tasks (line 21). We sort the
paths in ascending order of deviation costs since multiple threads
generate them out of order (line 22).

Fig. 3 illustrates an example of Algorithm 2. We use two threads
and three queues in this example. We assign the ranges of deviation
costs [0, 5), [5, 10), and [10, o) to the level-0, -1, and -2 queues,
respectively. “e;;” refers to the edge pointing from vertex i to vertex
J. The numbers on the prefix tree nodes in the queues represent
the deviation costs of the nodes. For ease of reading, we refer to a
prefix tree node that is associated with edge e;; and deviation cost
N as “Pfx(e;j, N)”. Fig. 3(a) shows a suffix tree on the left. On the
right, the level-0 queue manages Pfx(esa, 1) and Pfx(egT, 3), and
the level-1 queue manages Pfx(esc, 5). Fig. 3(b) shows that since
the level-0 queue is non-empty and has the highest priority, thread

1 pops Pfx(es4, 1) from the level-0 queue to expand and generates
a new node Pfx(e4f, 6). Pfx(esg, 6) lies within the range assigned
to the level-1 queue, so we push it to the level-1 queue. Thread 2
pops Pfx(egT, 3) from the level-0 queue to expand. This expansion
generates no node because epr already reaches the destination
vertex T. Fig. 3(c) repeats the same procedure, except that since
the level-0 queue is empty, we move on to the level-1 queue. Full
description is in the caption of Fig. 3.

3.2 Partition of Slack Distribution

vga_lcd
S0 1001 .
_ 6ol | s0f .
=} =}
g 5 60 —
S 40t 18
£ £ 4| 1
S 50l | =
A A 20) 1
O @ - 0 oa ¥ -
~1,600-1,500-1,400~1,300~1,200 —650 —640 —630 —620 —610 —600

Path slack Path slack
Fig. 4: Top-1K path slack distribution reported by OpenTimer [33].

Paths in the
level-0 queue

Paths in the
level-0 queue

Path count
Path count

Path Slack Path Slack

(@) (b)
Fig. 5: Two slack distribution partitioning strategies. (a) Equal parti-
tioning results in an unbalanced number of paths in each range. (b)
Geometric partitioning results in a more balanced number of paths
in each range.

With the proposed MLQ scheduling, our next step is to decide the
distribution of the prefix tree nodes across all queues. Specifically,
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we need to decide for each queue its range of deviation costs by
partitioning slack distribution. However, the design of the parti-
tioning strategy affects the balance of path counts in each queue.
When path counts become unbalanced, certain queues experience
high thread contention. We need a strategy that balances the path
counts in each queue to minimize contention.

To this end, we need to analyze the slack distribution. Fig. 4 plots
the top-1K path slack distribution for vga_lcd and tv80, reported
by OpenTimer [33]. Both circuits exhibit highly localized distribu-
tion. Taking vga_lcd for example, over 50% of the slacks lie within
the range from -1150 to -1250. Atop this analysis, Fig. 5 illustrates
two slack distribution partitioning strategies. The white triangles
represent the bounds of the partitions. The red curve in Fig. 5 ap-
proximates the path counts as a function of the path slacks. With
the distribution curve, we can use the area (in gray) under the curve
to approximate the path counts in a certain range. As shown in
Fig. 5(a), a naive strategy is to partition the slacks into equal ranges.
This strategy has a drawback: the rightmost range (assigned to the
level-0 queue) manages significantly more paths than other ranges.
This causes the level-0 queue to experience higher-frequency thread
access than other queues, leading to high thread contention. To
solve this issue, we introduce the geometric slack distribution par-
titioning strategy. As shown in Fig. 5(b), the geometric partitioning
strategy organizes ranges based on a geometric sequence, which
grows the ranges as we get further away from the most critical
slack (rightmost on the x-axis). As will be discussed in Section 4.3,
this results in a more balanced number of paths in each range (a
more balanced area under the curve within each range) than the
equal partitioning strategy, which minimizes thread contention.

3.3 Node Redistribution

\ MLQ scheduler | MLQ scheduler \

(0.9 10

510 L) i

{+;§7 E{éjn E { Ny {110, 0 [+§§7][+§|{1] E%ﬁ%
(a) (b)

Fig. 6: Illustration of the node redistribution strategy. (a) Less accu-
rate expansion order at the highest-level queue. Pfx(e;;, 237) and
Pfx(ej, 211) are expanded earlier than Pfx(ex;, 17). (b) Node redistri-
bution re-assigns Pfx(ey;, 17) to the level-1 queue, so it is expanded
earlier than Pfx(e;;, 237) and Pfx(e «, 211).

By examining the experimental results, we discovered that Algo-
rithm 2 produces very inaccurate results, especially when we use
too few queues. For example, Algorithm 2 has a minimum accuracy
of less than 85% in leon2 (see Fig. 8 in Section 4) when using 40
queues. The reason for such inaccuracy is that the highest-level
queue’s assigned range has an infinite upper bound. This indicates
that the highest-level queue will manage nodes with very unbal-
anced deviation costs. In this case, if we treat all the nodes in the
highest-level queue as sharing the same priority, PathGen may ex-
pand the nodes with high deviation costs first instead of the nodes
with low deviation costs, leading to inaccurate path results. Fig. 6(a)
illustrates the mentioned situation with three queues. Pfx(e;;, 237)
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and Pfx(eji, 211) are in the front of the highest-level queue, so
they are expanded earlier than Pfx(ey;, 17). However, to get higher
accuracy, we are supposed to expand Pfx(ey, 17) earlier.

To solve this issue, we introduce the node redistribution strategy.
The goal of this strategy is to update the deviation cost range
assigned to each queue, so we can re-balance the deviation costs
by distributing the nodes in the highest-level queue to lower-level
queues. In other words, we treat nodes in the highest-level queue as
not having priorities. This way, by distributing them to lower-level
queues, we re-assign priorities to these nodes. Fig. 6(b) illustrates the
node redistribution strategy. Once any thread reaches the highest-
level queue, we update the range of deviation cost assigned to each
queue. Since from this point onwards, the prefix tree expansion only
generates nodes with deviation costs larger than or equal to 10, we
update the level-0 queue’s range from [0, 5) to [10, 15). We update
the level-1 queue’s range from [5, 10) to [15, 20). We update the
range of the level-2 queue from [10, c0) to [20, c0). After updating
the ranges, we re-assign Pfx(eg, 17) to the level-1 queue, so it is
expanded earlier than Pfx(e;, 237) and Pfx(ej, 211). This strategy
expands the nodes in a more accurate order.

Algorithm 3: NR(Ivl, MLQ)
Input: selected queue level Ivl, array of concurrent queues
MLQ
Global : atomic boolean variable is_updating, is_redistr
1 if vl == MLQ.size() - 1 then

2 if lis_updating.atomic_exchange(true) then
3 update ranges of deviation costs of MLQ;
4 is_updating « false;

5 if lis_redistr.atomic_exchange(true) then

6 tmp_q < move from MLQ[IvI];

7 while tmp_gq is not empty

8 node < tmp_gq.pop();

9 while is_updating == true

10 ‘ wait;

1 new_Ivl « determine level of queue;
12 MLQ[new_Ivl].push(node);

13 is_redistr « false;
14 return;

Algorithm 3 describes the node redistribution strategy. We use
two global atomic boolean variables, is_updating and is_redistr, both
initialized to false. is_updating checks if any thread is updating
the ranges of deviation costs. is_redistr checks if any thread is
redistributing the nodes. To avoid data race, we disallow threads
from simultaneously updating the ranges. If any thread reaches
the highest-level queue (line 1), we perform an atomic exchange
operation on is_updating to set it to true. Note that atomic exchange
returns the value of is_updating before the operation. If the return
value is false, no threads are updating the range. is_updating is set to
true (line 2) and we can safely update the ranges of deviation costs
(line 3). After updating the ranges, we reset is_updating to false (line
4), allowing other threads to update the ranges. We disallow threads
from simultaneously performing node redistribution because this
process can be very time-consuming. We prefer that one thread



ASPDAC 25, January 20-23, 2025, Tokyo, Japan

redistributes the nodes and others continue expanding the nodes
in lower-level queues. Similarly, we perform an atomic exchange
operation on is_redistr to set it to true. If the return value is false,
that means no thread is performing node redistribution. is_redsitr
is set to true (line 5) and we can safely perform node redistribution
(line 6:12). We move all the nodes from the highest-level queue
to a temporary queue tmp_q (line 6), to prevent interference with
other threads inserting nodes to the highest-level queue. Until we
have cleared tmp_q (line 7), we continuously pop node from tmp_q
(line 8). We check if any thread is updating the ranges (line 9)
to avoid data race. If so, we wait until the update is completed
(line 10). Otherwise, we push node to the queue it belongs to (line
11:12). After node redistribution, we reset is_redistr to false (line
13), allowing other threads to perform node redistribution.

4 Experimental Results

We implemented PathGen in C++ and compiled it with GCC 11.4.0
on a 4.8-GHz 64-bit Linux machine of an Intel Core i5-13500 Pro-
cessor. We enable the optimization flag -03 and C++17 standard
-std=c++17. We use Taskflow [? ] and the Moodycamel concurrent
queue [2] to implement the proposed algorithms. We select seven
large circuits generated by OpenTimer [33] to evaluate PathGen’s
performance. We only measure the runtime of the prefix tree expan-
sion algorithm in PathGen and OpenTimer since we use the same
suffix tree construction algorithm as OpenTimer. For large CPG
queries, prefix tree expansion takes the majority of the runtime. For
example, prefix tree expansion takes up almost 80% of the runtime
when generating 5 million paths in netcard. We implemented the
sequential CPG algorithm based on OpenTimer. OpenTimer is our
sole comparison target because it outperforms existing methods in
both time and space complexities. All data is an average of 15 runs.

We do not compare with the GPU-parallel approach [18] as it is
an orthogonal direction. Such a comparison is also not fair due to
different architecture and application needs.

4.1 Overall Performance Comparison

Tab. 2 compares the runtime, memory usage, and accuracy between
OpenTimer and PathGen. We measure the accuracy by comparing
the deviation costs generated by OpenTimer and PathGen, using
OpenTimer as the golden reference. As shown in Tab. 2, PathGen
outperforms OpenTimer in all circuits. For example, PathGen is
7.3% and 7.4 faster than OpenTimer in netcard and leon2. PathGen
is almost as accurate as OpenTimer. For example, PathGen achieves
99.9% and 100% accuracy in wb_dma and leon2. PathGen consumes
more memory as it uses multiple concurrent queues, as opposed to
OpenTimer using only one priority queue.

4.2 Performance at Different Thread Counts

Fig. 7 shows the speedup of PathGen over OpenTimer at different
thread counts. As we increase the thread count, the speedup in-
creases. Taking netcard for example, the speedup increases from
4% to over 7X. This is because the more threads we use, the faster
we clear a queue and move on to another one. However, there is a
tradeoff between thread count and thread contention. As we use
more threads, they need to wait longer for their turn to access the
queue. Therefore, using the maximum thread count does not always
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Fig. 10: Runtime vs. path count at different thread counts.

yield the optimal speedup. Taking netcard for example, using 16
threads yields the optimal speedup (over 7x). On the other hand,
We see that the speedup at 20 threads for leon2 (over 5x) has not
yet reached the optimal.
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Tab. 2: Overall performance comparison between OpenTimer [33] (sequential CPG) and PathGen (parallel CPG).

OpenTimer [33] PathGen (16 threads)
.. Path count | Runtime  Mem. Runtime Mem.  Avg. accuracy

Circuit 14 E

VI IE] K) (ms)  (MB) (ms)  (MB) *)

wb_dma 13124 16593 20 4.3 19.3 4.1 (1.03%) 24.5 99.9

des_perf 303690 387291 500 341.6 347.9 122.3 (2.7X) 461.3 100

vga_lcd 397816 498873 1000 1076.5 552.4 401.9 (2.6X) 954.5 100

leon3m 3376842 4148798 1000 2243.1 3261.7 400.5 (5.6X) 4540.9 100

netcar 3999174 4903397 1000 2135.8 3574.6 292.5(7.3X) 4199.7 100

leon2 4328285 5273106 1000 2552.8 4065.4 3449 (7.4X) 5774.3 100
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4.3 Effectiveness of Node Redistribution

Fig. 8 plots the accuracy of PathGen at different thread counts for
leon2 and leon3mp using 40 queues. We use 40 queues to investi-
gate the effectiveness of node redistribution because low accuracy
occurs especially when we use too few queues. “w/o NR” refers
to the proposed algorithm without node redistribution. “w/ NR”
refers to the proposed algorithm with node redistribution. PathGen
with the same thread count can produce varying accuracy. This is
because threads may fail to complete all the atomic push operations
before the algorithm terminates, and these atomic push operations
may include nodes with higher priorities. If the algorithm termi-
nates before threads finish processing these higher-priority nodes,
the accuracy drops. Therefore, we measure both the minimum
and maximum accuracy to investigate the accuracy distribution.
PathGen"/ NR is more accurate than PathGen"/° NR in terms of
both the minimum and maximum accuracy. Taking leon2 for exam-
ple, The red area shows that the accuracy of PathGen™/0 NR ranges
from 82% to 95%, whereas the blue area shows that the accuracy of
PathGen™/ NR ranges from 86% to 100%. This is because our node
redistribution strategy updates the range of deviation costs assigned
to each queue. We also redistribute the nodes from the highest-level
queue to the lower-level queues. Therefore, threads can prioritize
the higher-priority nodes, improving overall accuracy.

4.4 Performance of Different Slack Distribution
Partitioning Strategies

Fig. 9 plots the runtime of PathGen and OpenTimer at differ-
ent thread counts with different partitioning strategies for net-
card and leon2. “PathGen™/ EQ” refers to the proposed algorithm
with each queue assigned an equal range of deviation costs.
“PathGen"/ GEO” refers to the proposed algorithm with each queue
assigned a range of deviation costs based on a geometric sequence.
PathGen™/ GEO and PathGen"/ £9 are both slower than Open-
Timer at two and four threads. Taking netcard for example, The
runtimes of PathGen"/ SO and PathGen"/ £ are 10.1 and 8.9
seconds at two threads (4.6X and 4.1x slower than OpenTimer).
Similar to what we discussed in Section 4.2, this is due to PathGen
using many queues. The fewer threads we use, the slower we clear
the queues. PathGen"/ GFO and PathGen"/ £Q both outperform
OpenTimer starting from eight threads. Taking leon2 for exam-
ple, PathGen"/ GEO ig 3.9%, 6.6, and 7.1x faster than OpenTimer
at eight, 16, and 20 threads. On the other hand, PathGen"/ £Q
is 2.6X, 3.2X, and 3.1x faster than OpenTimer at eight, 16, and
20 threads. This shows that the more threads we use, the faster
we clear the queues, thereby increasing PathGen’s performance.
PathGen"/ GEO outperforms PathGen*/ £Q at all thread counts.
Taking leon2 for example, PathGen"/ GEO ig 1.5%, 2%, and 2.2x
faster than PathGen™/EQ at eight threads, 12 threads, and 16
threads. This is because by observing the path slack distribution
of the circuits using OpenTimer, we see that the slack distribution
is highly localized (i.e., over 50% of the slacks belong to a certain
range). Specifically, many deviation costs fall within the range of
the lower-level queues. If we assign equal deviation cost ranges
to the queues, those at lower levels will suffer from high thread
contention due to many concurrent push operations, thereby ham-
pering performance. Conversely, by assigning deviation cost ranges
based on a geometric sequence, we can reduce thread contention
by distributing some push operations from the lower-level queues
to higher-level queues, thereby improving performance.

4.5 Performance at Different Path Counts

Fig. 10 plots the runtime of PathGen at different path counts and
thread counts for leon2. “PathGen(N)” refers to PathGen running
with N threads. When the path count is smaller than 1K, Path-
Gen is slower than OpenTimer at all thread counts. For example,
in the zoomed-in figure (right of Fig. 10), PathGen(8) is about 3x
slower than OpenTimer when generating 100 paths. This is because
when the path count is small, the scheduling overhead of threads
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dominates the runtime, therefore PathGen has no benefit. On the
other hand, We start to see the benefit of PathGen when generating
1K paths. For example, in the zoomed-in figure (right of Fig. 10),
PathGen(12) and PathGen(16) are 1.3X and 2.5% faster than Open-
Timer. When querying 10K or more paths, PathGen outperforms
OpenTimer at all thread counts. For example, when generating one
million paths, PathGen(8), PathGen(12), PathGen(16) are 2.1, 3.4X,
and 4.7x faster than OpenTimer, respectively.

4.6 Accuracy at Different Path Counts

Fig. 11 plots PathGen’s accuracy at different path counts and thread
counts for leon2. We plot the minimum and maximum accuracy
to investigate how path counts affect the accuracy distribution.
As we increase the thread count, we see more drops in minimum
accuracy across all path counts. This indicates that using more
threads results in a broader distribution of accuracy. For example,
we see one drop in minimum accuracy at 10K paths using 12 threads.
We see three drops in minimum accuracy at 1K, 10K, and 50K paths
using 16 threads. This is because, in Algorithm 2, as the thread
count increases, the prefix tree expansion runtime becomes smaller
while the number of pending atomic push operations we need to
perform increases. To achieve 100% accuracy, we must complete
all the pending atomic operations within the prefix tree expansion
period. Therefore, as we increase the thread count, we are more
likely to fail to complete all these pending atomic operations within
the required period, leading to accuracy drops.

5 Conclusion

In this paper, we have introduced PathGen, a parallel CPG algo-
rithm that efficiently groups generated critical paths into multi-
ple concurrent queues of slack priorities. Compared to a popular
open-source single-threaded timer, PathGen is up to 7.4X faster
and nearly 100% accurate when generating one million paths on
large designs. Inspired by the success of GPU computing in graph
processing [3-17, 19-21, 23-27, 29-32, 34-37, 39-42, 44-58, 60—
74, 76-80], we plan to enhance the performance of PathGen using
GPU computing.
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